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The 2006-2015 Australian Research Funding Schemes

Two main tranches of funding:
* National Collaborative Research Infrastructure Strategy (NCRIS)
— S542M for 2006-2011 (S75 M for cyberinfrastructure)

* Super Science Initiative
— 5901 million for 2009-2013 ($347M for cyberinfrastructure)

* Annual Maintenance funding of around $180M pa since 2014-2015

All programmes were designed ensure that Australian research continues to be
competitive and rank highly on an international scale.
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The Research Data Storage Infrastructure

Progress on Data Ingest as of 16 October, 2015:
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National Environment Research Data Collections (NERDC)

1. Climate/ESS Model Assets and Data Products

2. Earth and Marine Observations and Data Products
3. Geoscience Collections

4. Terrestrial Ecosystems Collections

5. Water Management and Hydrology Collections

Data Collections Approx. Capacity

CMIP5, CORDEX 2 Pbytes
ACCESS products 3.3 Pbytes
LANDSAT, MODIS, VIIRS, AVHRR, INSAR, MERIS 2 Pbytes
Digital Elevation, Bathymetry, Onshore Geophysics 400 Thytes
Seasonal Climate 600 Thytes
Bureau of Meteorology Observations 400 Thytes
Bureau of Meteorology Ocean-Marine 220 Thytes
Terrestrial Ecosystem 290 Thytes
Reanalysis products 175 Tbytes
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Managing 10+ PB of Data for Scalable In-situ Access

Combined and integrated, the NCI collections are too large to move
bandwidth limits the capacity to move them easily
the data transfers are too slow, complicated and too expensive
even if our data can be moved, few can afford to store 10 PB on spinning disk

We need to change our focus to:
moving users to the data (for sophisticated analysis)
moving processing to data
having online applications to process the data in-situ
Improving the sophistication of users — with our help

We called for a new form of system design where:
storage and various types of computation are co-located

systems are programmed and operated to allow users to interactively invoke different
forms of analysis in-situ over integrated large-scale data collections
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Rethinking Hardware Architectures for Data-intensive Science

* Work at NCI has also highlighted the need

@ | for balanced systems to enable Data-

intensive Science including:

Cache 1.0PB,
Tape 12.3PB

Sttt Igttr
OIIJOJIJIQHIJI“[Ijl

lg/data1 lg/data2
~11PB ~42PB

NCl data | Raiin Login + . :
E/ers Rl Pataimovess — Interconnecting processes and high
i throughput to reduce inefficiencies
ompute
8 10Gige — The need to really care about placement of
E Ig/data 56Gb FDR IB Fabri data resources
e Raijin 56Gb FDR IB Fabfic . .
| — Better communications between the nodes
— B e — 1/0 capability to match the computational
~aRicaatiap parallel filesystem filesystem power

— Close coupling of cluster, cloud and storage

[short  /home,
76PB  /system,
limages,

/apps

NCI's Integrated High Performance Environment

© National Computational

Infrastructure 2015

IEEE Big Data in the Geosciences nci.org.au
Workshop, Santa Clara 2015



My take is that ‘Big Data’ is not just about the “V’s”

1. Volume: data at rest

2. Velocity: data in motion (streaming)

3. Variety: many types, forms and structures (or no structures)
4. Veracity: trustworthiness, provenance, lineage, quality

5. Validity: data that is correct

6. Visualization: data in patterns

7. Vulnerability: data at risk

8. Value: data that is meaningful

5. V7?7?77

10. V2?2?77
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‘Big Data’ vs High Performance Data

Big Data is a relative term where the volume,
velocity and variety of data exceed an
organisations storage or compute capacity for
accurate and timely decision making

We define High Performance Data (HPD) as data
that is carefully prepared, standardised and
structured so that it can be used in Data-Intensive

Science on HPC (Evans et al., 2015) 2014: a 4 GB Thumb drive =
~8000 Km of Tape

or ~83 million cards

To get on top of the Data Tsunami, we need to
convert ‘Big data’ collections into HPD by

Aggregating data into seamless ‘pre-processed’
data products

Creating hyper-cubes and self describing data
arrays

2014: 20 PB of modern storage =
~ 32 trillion metres of tape
~ 320 trillion cards
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Creating HPD collections: eg the Landsat Cube

* The Landsat cube arranges 636,000 Landsat Source scenes
spatially and temporally, to allow flexible but efficient large-scale
in-situ analysis

* The data is partitioned into spatially-regular, time-stamped,
band-aggregated tiles which are presented as temporal stacks.

Temporal Stack
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Current Landsat Holdings Reformatted as HPD
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High-Res, Multi-Decadal, Continental-Scale Analysis
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Increasing Skills Level to Use i

Vertical
Slices
(e.g., time,
depth)

2D Slices (e.g., XY spatial) The whole cube

A Small Piece

Increasing Capacity of Compute to Process
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Scaling down to the smaller users

.
o's e

W% L Australian Government

® “Geoscience Australia

Canberra

149 -030_1998:01-10723-30-04.510088

Do we enable individual scenes to be downloaded for locally hosted small scale analysis?
Or do we facilitate small scale analysis, in-situ on data sets that are dynamically updated?
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NERDIP: Enabling Multiple Ways to Interact with the Data
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PIatformS Free Data from the “Prison of the Portals”

Portals are for visiting, platforms are for building on

Portals present aggregated content in a way that invites exploration,
but the experience is pre-determined by a set of decisions by the
builder about what is necessary, relevant and useful.

Platforms put design decisions into the hands of users: there are
innumerable ways of interacting with the data

Platforms offer many more opportunities for
innovation: new interfaces can be built,

new visualisations framed, ultimately

new science rapidly emerges

Tim Sherratt http://www.nla.gov.au/our-publications/staff-papers/from-portal-to-platform
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NERDIP: Enabling Ace Users to Interact with the Data
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NERDIP: Enabling Application Developers to Interact with the Data
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NERDIP Territorial Wars: Application Developers vs Data Managers
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NERDIP: Applications
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NERDIP: Loosely coupling Applications and Data via a Services Layer
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NERDIP: Loosely coupling Applications and Data via a Services Layer
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NERDIP: the Metadata Layer
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NERDIP: Infrastructure to Lower Barriers to Entry
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Key Messages on Big Data in the Geosciences

Data at scales of today have to be built as shared global facilities
based around national institutions.

Domain-neutral international standards for data collections and
interoperability are critical for allowing complex interactions in
HP environments both within and between HPD collections

No one can do it alone. No one organisation, no one group, no
one country has the required resources or the expertise.

Shared collaborative efforts such as Research Data Alliance, the
Earth Systems Grid Federation (ESGF), the Belmont Forum,
EarthServer, the Oceans Data Interoperability Platform (ODIP),
EarthCube, GEO and OneGeology are needed to realise the full
potential of the new data intensive science infrastructures

For it now takes a ‘village of partnerships’ to raise a ‘HPD data
center’ in a Big Data World

http://www.onegeology.org/
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